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Abstract 

The inclusive jet cross section at J;; = 1.8 Tel/ has been measured at the Fermilab Tevatron 
Collider. This measurement spans approximately 7 orders of magnitude in cross section and 
contains jets ranging from 30 GeV to over 400 GeV in transverse energy (E,). Comparisons 
have been made to QCD at both order ai and a:. 

* The collaborating institutions are listed in the Appendix. 



Motivation 

In the 1988-1989 CDF data run, approximately 4.5 $-I of data were collected at 
fi = 1.8 TeV. The jets in this sample range from 30 GrV to 400 GeV and span 7 
orders of magnitude in cross section. Compared bo the previously published CDF result’), 
QCD can be examined over a much larger range of Et and the point-like scattering of par- 
tons can probed at distance scales sma!.ler than 5 x IO-” cm. In addition, order a: QCD 
calculations are now available**3), which feature a variation of cross section with jet cluster 
cone size. 

Data Selection 

The CDF detector has been described in detail elsewhere’). Jets in the central pseudorapidity 
region (0.1 I 1~1 2 0.7), with an event vertex within GO cm of the center of the detector, were 
used in this measurement. The data were collected using a single-jet trigger, which formed 
jets from clusters of energy deposited in the calorimeter. Events were required to contain at 
least one jet having an Et above a threshold of 20, 40 or 60 GeV where the 20 and 40 Gel/ 
triggers were pre-scaled. 

For events passing the trigger requirements, jets were reconstructed using a fixed cone 
algorithm’). The cone size (R) is defined by R = dA$ + A@, where 7 and # represent 
the pseudorapidity and azimuthal angle. The trigger efficiency for each cone size (0.4, 0.7 
and 1.0) was determined by comparisons of the data from the different triggers in the regions 
where they overlapped. To eliminate trigger threshold effects, cuts were imposed on jet Et, 
to insure N 100% efficiency. 

Cosmic rays, which can deposit significant amounts of energy by bremsstrahlung, were 
removed from this sample in two ways. Cosmic rays, not in coincidence with the beam-beam 
crossing, were removed using timing information in the hadron calorimeter. The remaining 
events, containing at least one jet with Et 2 150 GeV, were scanned. From this scanning, 
events were then rejected on the basis of: the average electromagnetic fraction of the jets in 
the event, the average Charge/Total energy for central jets, the missing Et of the event. The 
estimated contamination after these cuts is 5 1% for jets with Et 2 150 GeV. 

Jet Energy Response 

The effects of resolution smearing and energy degradation due to calorimeter non-linearities, 
uninstrumented regions of detector, etc. can distort the measured Et distribution. In order 
to correct the cross section for these effects, a detector simulation was used. It was tuned 
to reproduce the single pion response observed in the test beam and the jet fragmentation 
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observed in the data. 
The response of the detector to jets was extracted from the simulation. This response 

function was used in the unsmearing procedure to correct the data. Corrections for energy loss 
outside the cone of the jet were not applied in order to be able to compare the next-to-leading 
order (a:) QCD calculations. When comparing to leading order (0:) QCD calculations, for 
which an out-of-cone energy correction would be appropriate, this may ha,ve some effect. 

The unsmearing procedure combines the effects of a falling Et spectrum and the response 
function obtained from the tuned simulation. The procedure starts with a parameterized 
curve and smears this with the response function. The resulting smeared curve is then 
binned in the same way the data is binned and the result is compared to the data. Using the 
x2 formed between the smeared curve and the data, the parameters in the initial curve are 
tuned until the x2 is minimized. The information from the resulting smeared curve and the 
input curve are then used to unsmear and correct the data. 

Systematic Uncertainties 

The major sources of systematic uncertainty on the jet energy scale results from uncertainty 
on calorimeter response, the fragmentation tuning, and energy from the underlying event 
(within the cone). The dominant uncertainty in the response for jets containing pions with 
energies less than 25 GeV comes from the uncertainty in the low energy response. For jets 
containing pions with energies greater than 25 GeV, the dominant uncertainty comes from 
the modeling of the response in the azimuthal boundary regions between calorimeter cells. 
The overall tuning of the fragmentation is in good agreement with the data. The uncertainty 
in the fragmentation tuning is correlated with the tracking efficiency. The uncertainty in the 
tracking efficiency for tracks in the cone of the jet was found to be +i%. This uncertainty 
was varied, within these limits, in the simulation to give a corresponding uncertainty on the 
energy scale. Finally, due to differences in the definition of the underlying event, there is a 
- 540 MeV uncertainty in the underlying event contribution to a cone of 0.7. Adding all 
these uncertainties in quadrature, the overall systematic uncertainty on the jet energy scale 
varies from - 4% at 20 GeV to N 3% for energies in excess of 100 GeV. The uncertainty 
in the RMS width of the response was obtained by comparing the results of balancing the 
Et in two-jet events for the data and simulation. From this comparison a conservative 8% 
uncertainty on the jet resolution was assigned. Finally, an overall 15% systematic uncertainty 
is assigned to the measurement of the luminosity. 
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Results 

The resulting cross section for cone sizes of 0.4, 0.7 and 1.0 can found in Tables la-c. Figure 
I shows the cross section for a cone size of 0.7 compared to a leading order QCD calculation. 
The QCD calculation was normalized to the data by minimizing the x2 between the data and 
the QCD calculation in a limited range of Et (in figure 1 we choose to use the range from 80 
to 160 GeV). The reason for normalizing in a limited region of Et; is due to the fact that 
QCD and compositeness will agree in shape over some range of Et and disagree elsewhere. 
Therefore in order to search for compositeness, the predictions are normalized in a region 
where they agree and the data is then compared to the predictions in the region where the 
predictions disagree. A slight excess of events at the high Et end can be seen in figure 1. The 
statistical level of this excess, however, is only 2.5 to 3.5 standard deviations. 

Figure 2 shows the same cross section now compared to next-to-leading order QCD, where 
the QCD normalization is absolute. A comparison is also made to nest-to-leading order QCD 
in figure 3, which shows the cross section as a function of cone size for 100 GeV Et jets. The 
data, in these figures, appears to be consistent with both leading and next-to-leading order 
QCD. 

Also shown in figure 3 is the ratio of the cross sections, for different cone sizes, to the 
cross section for jets with a cone size of 0.7. This shows the data appears to have a steeper 
variation as a function of cone size, than a 3 calculations would predict. The data and 
associated statistical errors for figure 3 can be found in Tables 2a-b. Bin to bin correlations 
of the systematic uncertainties are under study, therefore the systematic uncertainties have 
not been listed in the tables or shown in the figures. 

Summary 

The inclusive jet cross section at ,,& = 1.8 TeV has been measured in the Et range from 
30 to 420 GeV, spanning 7 orders of magnitude. Investigations of the dependence of jet 
cross section with cone size are in progress. The data appears to be consistent with both 
leading and next-to-leading order QCD for the structure functions examined, with a small 
excess of events observed, at high Et, over leading order QCD predictions. Correlations in 
the systematic uncertainties are under study. Based on previous studies, we can set a lower 
limit of 950 GeV (95% C.L.) for the quark compositeness scale parameter A* ‘), associated 
with an effective contact interaction. Work is in progress to extract a final cross section and 
composite limit. 
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Appendix 

&gonne National Laboratory - Brandeis University - University of Chicago - Fermi 
National Accelerator Laboratory - Laboratori Nazionsli di Frascati of the Istituto Nazionale 
di Fisica Nucleare - Harvard University - University of Illinois - National Laboratory for 
High Energy Physics (KEK) - L awrence Berkeley Laboratory - IJniversity of Pennsylvania 
- Istituto Nazionale di Fisica Nucleare, University and Scuola Normale Sup&ore of Pisa - 
Purdue University - Rockefeller University - Rutgers University - Texas A&M University 
- University of Tsukuba - University of Wisconsin 
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II Table la. iCnF PRELIMIKi\RY) n 
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n ‘Table lb. iCDF PItELI1113.4RY-) II 



Table lc. (CDF PRELIMINARY) 
Inclusive Jet Cross Section at fi = 1.S TeV for Cone Size = 1.0 

Et(GeV) Cross Section (nb/GeV) Statistical Error 

45.8 0.524 x lo+’ 10.011 x lo+2 
53.8 0.235 x lo+* fO.OOG x lo+’ 

L 

61.3 0.123 x lot2 zto.004 x lo+1 
65.1 O.GG7 x lo+’ io.030 x lo+’ 
74.G 0.431 x lo+’ ztO.024 x lo+’ 
80.4 0.239 x lo+’ rto.005 x lo+’ 

4 
a.5 0.171 x lo+’ fO.005 x lo+’ 

4 

92.8 0.118 x lo+’ rto.004 x IO” 
98.7 0.820 x lOto kO.031 x lo+” T 

104.3 0.559 x lo+0 rtO.026 x lo+” 
109.9 0.416 x lo+” 10.022 x lo+” 

H- 1 il+o I f0.019 x IO+' 
" 

*o.o1c, x 10+0 

1 f0.003 x lo+” 
lo+” 10.002 x lo+” 
In-1 I -co.020 x 10-l 

-3.017 x 10-l 

1 50.015 x 10-l 
10-I I *0.014 x 10-l 
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Table 2a. (CDF PRELIMIXARY) II 
II Cross Section YS Cone Size at 1Oll GPV II 

Cone Size Cross Section inb/GeV) Statistical Error 

II 1.0 I 
pi ,, 

0.759 rtO.025 

I 0.7 0.4 0.548 0.318 kO.024 kO.007 

Table 2b. (CDF PRELIMINARY) 
Cross Section Ratio YS Cone Size at 100 GeV 

Cone Size Cross Section (nb/GeV) Statistical Error 

1.0 1.386 kO.076 
0.7 1.000 ztO.OG3 
0.4 0.580 zto.029 
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Inclusive Jet Cross Section (Cone Size 0.7) 
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Figure 1: The cross section is compared to a leading order QCD calculation, which 
uses EHLQ II structure functions and has been normalized to the data in the E, 
range from 80 to 160 GeV. 
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Inclusive Jet Cross Section (Cone Size 0.7) 
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Figure 2: The cross section is compared to next-to-leading order QCD, wllicb uses 
MRSB structure functions. The normalization ia absolute. 
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Figure 3: The top plot is the jet cross section for jets with Et of 100 GeV as a 
function of cone size compared to next-tc&ading order QCD. The bottom plot is 
the ratio of the cross sections to the cross section for 100 GeV jets with a cone size 
of 0.7, again compared to next-to-leading order QCD. 
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